
Periodic Orbit Continuation in Multiple Time
Scale Systems

John Guckenheimer and M. Drew LaMar

Mathematics Department, Cornell University, USA.

Continuation methods utilizing boundary value solvers are an effective tool
for computing unstable periodic orbits of dynamical systems. Auto [1] is the
standard implementation of these procedures. Unfortunately, the collocation
methods used in Auto often require very fine meshes for convergence on
problems with multiple time scales. This inconvenience prompts the search
for alternative methods for computing such periodic orbits; we introduce here
new multiple-shooting algorithms based on geometric singular perturbation
theory.

1 Mathematical setting

The systems that we study are slow-fast systems of the form
{

εẋ = f(x, y),
ẏ = g(x, y), (1)

where f : Rm → Rm and g : Rn → Rn are at least C1 and ε > 0 is a
small parameter determining the ratio of time scales between the fast variable
x ∈ Rm and the slow variable y ∈ Rn. The limit ε = 0 is a system of differential
algebraic equations in which motion is constrained to the critical manifold C
defined by f = 0. Rescaling time to the “slow time” τ = εt yields the system

{
x′ = f(x, y),
y′ = εg(x, y). (2)

Here, the limit ε = 0 is the family of layer equations in y, also called the fast
subsystems of (1). We make two standing assumptions about (1) that further
constrain the context for our analysis:

1. The critical manifold C of (1) is indeed a manifold and its projection
Π onto the space of slow variables is generic in the sense of singularity
theory;
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2. The limit sets of all trajectories for the layer equations are equilibria, i.e.,
points of C.

At regular points of the projection Π, the manifold C can be represented
locally as the graph of a function x = h(y). Substitution of this expression
into g yields the slow flow on the regular points of C. We shall denote the set
of singular points of Π by S.

Trajectories of (1) are typically approximated by candidates, concatena-
tions of trajectories of the slow flow and the layer equations that form con-
tinuous curves. Periodic orbits that contain both segments close to trajectories
of the slow flow and segments close to trajectories of the layer equations are
called relaxation oscillations. Trajectory segments close to an unstable sheet
of the critical manifold are called canards. Numerical computation of canards
by forward solution of an initial value problem is not feasible when ε is suffi-
ciently small due to the instability on the fast time scale [11]. Thus, even stable
periodic orbits containing canards cannot be computed by forward numerical
integration from initial points in the basin of attraction of these orbits. As
mentioned earlier, tracking such orbits with collocation methods also seems to
require very fine meshes. Our goal in this paper is to re-examine the compu-
tation of relaxation oscillations, including those with canards. We propose a
multiple-shooting approach, in which different segments of a periodic orbit are
computed differently and then matched with suitably chosen cross-sections.

The next two sections lay out the general framework that we investigate.
Section 4 presents two numerical examples, comparing the methods introduced
here with Auto computations of the same orbits. Finally, Sec. 5 comments
on further extension and improvement of these methods.

2 Simple relaxation oscillations

We consider first the simplest relaxation oscillations, namely, those with a fast-
slow decomposition that makes them readily amenable to analysis. We define
a relaxation oscillation Γ ε to be simple if it is approximated by a candidate
Γ 0 that satisfies the following conditions:

S1: Γ 0 consists of slow segments αi and fast segments βi, i = 1 . . . k, in the
order α1, β1, . . . , αk, βk. The initial and terminal points of αi are pi and
qi. The initial and terminal points of βi are qi and p(i+1) mod k.

S2: Each αi lies on a stable sheet of the critical manifold.
S3: The points qi are saddle-node bifurcations of the layer equations and none

of their eigenvalues have positive real parts. This assumption implies that
there are unique solutions of the layer equations emanating from the points
qi and all nearby fold points of C.

S4: The slow flow satisfies the normal crossing conditions [20] at qi.
S5: Denote by ω(S) the forward limits of trajectories of the layer equations

emanating from the fold points of S satisfying condition S3. We require
that ω(S) is transverse to the slow flow on C at the points pi.
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Note that we have not required that a simple relaxation oscillation be stable
or even hyperbolic, although eigenvalues of a return map in the fast directions
are stable and, indeed, approach zero as ε → 0.

We want to establish that well-conditioned multiple-shooting methods
can be formulated for the computation of simple relaxation oscillations. Our
strategy is to create cross-sections Σi to each of the fast segments βi of a simple
relaxation oscillation Γ ε, compute the flow maps Φε

i from Σi to Σ(i+1) mod k

and then solve the multiple-shooting equations

z(i+1) mod k = Φε
i (zi)

for points zi ∈ Σi.

Theorem 1. Let Γ ε be a hyperbolic simple relaxation oscillation, and Σi and
Φε

i as described above. For ε ≥ 0 sufficiently small, the system of equations

z(i+1) mod k = Φε
i (zi), zi ∈ Σi,

is regular and has an isolated solution with zi = Σi ∩ Γ ε.

Proof. Fenichel theory [6] and a theorem of Levinson [17] imply that the flow
maps Φε

i from Σi to Σ(i+1) mod k are smooth maps that converge to smooth
maps Φ0

i of rank n− 1 as ε → 0. We remark that the convergence is continu-
ous but not smooth in ε due to several phenomena; for example, asymptotic
expansions of trajectories near the folds involve fractional powers of ε [25].
The point Φ0

i (zi) is obtained by a three-step process:

(1) follow the trajectory of the layer equations with initial condition (zi) to
its limit on the critical manifold;

(2) follow this limit point to its first intersection with a fold of the critical
manifold; and

(3) follow the unstable separatrix of the layer equations from this fold point
to its intersection with Σ(i+1) mod k.

Denote the image of Φ0
(i−1) mod k by Wi. The dimension of Wi is n − 1, the

dimension of folds of the critical manifold. Condition S5 implies that the
restriction of Φ0

i to Wi has full rank n − 1. The restriction of the equations
z(i+1) mod k = Φε

i (zi) to Wi has the same structure as the set of equations for a
multiple-shooting method based upon cross-sections to the flow. The Jacobian
of this system has the block-cyclic structure




−DΦ0
1|W1 I

−DΦ0
2|W2 I

. . . . . .
−DΦ0

k−1|Wk−1 I
I −DΦ0

k|Wk




.
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As shown by Guckenheimer and Meloon [12], this matrix has maximal rank
if and only if 1 is not an eigenvalue of diag(DΦ0

k|Wk
, . . . , DΦ0

1|W1), that is,
Γ 0 is a hyperbolic fixed point of the composition Φ0

k|Wk
◦ · · · ◦ Φ0

1|W1 . On
a complementary set of coordinates to the Wi the equations z(i+1) mod k =
Φε

i (zi) reduce to z(i+1) mod k = 0 because Φε
i (zi) vanishes in these directions

by definition. Thus, the full system of equations on the product of the Σi is
regular if and only if Γ 0 is hyperbolic. The equations change continuously
in the C1 topology as ε → 0 [13], so hyperbolicity of Γ 0 implies that the
equations are regular and that Γ ε is hyperbolic for ε > 0 sufficiently small.
This proves the theorem. ut

For a hyperbolic simple relaxation oscillation a multiple-shooting al-
gorithm based upon the cross-sections described above yields a regular system
of equations. In many cases, these equations will be well conditioned uniformly
for small ε. If they are not, additional cross-sections can be inserted. The ef-
fectiveness of the multiple shooting algorithm will be largely determined by
the numerical integration method used to compute the Φε

i .

3 Degenerate slow-fast decompositions

The multiple-shooting algorithm described above for locating simple relaxa-
tion oscillations can be implemented within a standard continuation frame-
work. The procedure may break down when a family of periodic orbits en-
counters degenerate slow-fast decompositions resulting from the failure of one
of the requirements for the orbit to be simple. Here, we examine modifications
of the multiple-shooting algorithm that cope with the instability of canards
in the context of two specific examples of degenerate decompositions [8].

3.1 Hopf bifurcation and canard explosions

The lowest-dimensional example of a degenerate slow-fast decomposition oc-
curs at Hopf bifurcations of a systems with one slow and one fast direction
(n = m = 1). The canard explosion of the resulting orbits has been studied
extensively, especially in the system

{
εẋ = y − 1

3x3 + x,
ẏ = a− x

(3)

near a = 1; see, for example, [10, ?]. (Note that in several studies coordinates
have been used that place the point (1,−2/3) of (3) at the origin [5].) It has
been proven that the periodic orbits of this system grow monotonically as a
decreases from 1, “exploding” in size from O(ε) to O(1) over a range of a that
is O(exp(−c/ε)) for a suitable c > 0. The trajectories in the middle of this
explosion contain canards that follow the unstable branch of the critical mani-
fold given by y = 1

3x3−x for an O(1) distance before jumping right or left to a
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stable branch of the critical manifold. Trajectories along the canard segments
of these trajectories diverge from one another at a rate exp(−t(x2 − 1)/ε).
For small values of ε, this divergence effectively prevents accurate computa-
tion of a trajectory for times that are larger than O(ε). However, backward
integration along these canards is highly stable.

To compute the periodic orbits with canards in this family, we adopt a
shooting strategy that shoots forward and backward from one cross-section of
the flow to another cross-section. The cross-sections are chosen so that forward
trajectories do not contain canard segments and backward trajectories do not
contain segments that track the stable part of the slow manifold. The initial
cross-section depends upon where we are in the family, in particular on the
direction of the jump away from the canard segment in a periodic orbit. Over
part of the family, the jump is to the right and there is a single stable slow
segment in the periodic orbit. Over another part of the family, the jump is to
the left and there are two stable slow segments and two fast segments in the
slow-fast decomposition of the trajectory. The behavior that occurs between
these two possibilities is that there is a maximal canard that extends over
the entire length of the unstable branch of the critical manifold. When the
jumps from the canards are to the right, we choose the initial cross-section
to be the line {x = a} where the vector field is horizontal. For jumps to
the left, we choose the initial cross-section {x = −1}, which is crossed by all
trajectories that flow left from the unstable branch of the critical manifold
to the stable branch of the critical manifold. In both cases, we take the final
target cross-section to be {x = a}.

The shooting problem that we seek to solve is Φ+
a (y) = Φ−a (y) where Φ+

a (y)
is the flow map from the initial to the final cross-section in the forward time
direction and Φ−a (y) is the flow map from the initial to the final cross-section
in the backward time direction. There are three remarks that we make about
this problem:

1. The derivatives of both Φ+
a (y) and Φ−a (y) are small for members of the

canard family, but the derivative of Φ+
a (y) is much smaller [5, 9], so the

periodic orbits are stable;
2. The derivative of Φ+

a (y) − Φ−a (y) with respect to a is O(1), so the small
derivative of Φ+

a (y)−Φ−a (y) with respect to y yields an extreme sensitivity
of the solution y to the shooting problem as a function of the parameter
a. Therefore, in the middle of the canard family, we fix the initial point on
the first cross-section and vary a to locate a periodic orbit passing through
the initial point instead of fixing a and trying to locate the solution y of
the shooting equation. Alternatively, we regard the shooting equation as
a continuation problem in the variables (y, a) and use pseudo-arclength or
other continuation strategies to find the curve of solutions to the equation;

3. If we move beyond the range of parameter values for which there are
canards, we are likely to find trajectories that do not reach the target
cross-section. This happens when there is a stable equilibrium point for
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parameters a > 1. When a is large enough so that the vector field has
a stable node, trajectories that follow the right-hand branch of the crit-
ical manifold accumulate at the stable equilibrium point without reaching
x = a. Implementations of the shooting algorithms need to test for this
possibility and take appropriate action if the shooting equation is not
defined.

3.2 Folded saddles

The forced Van der Pol system




εẋ = y + x− x3

3 ,
ẏ = −x + a sin(2πθ),
θ̇ = ω

(4)

is a slow-fast system with two slow variables and one fast variable (n = 2,
m = 1). Cartwright and Littlewood studied this system in their seminal work
on chaos in dynamical systems [2, 18, 19]. Recently, Haiduc [14] has extended
the classical results of Cartwright and Littlewood by using geometric singular
perturbation theory; these methods have also been used to investigate the
dynamics of this system numerically [7, 11]. Throughout these studies, folded
saddles play a prominent role in the analysis. Folded saddles are points where
the rescaled slow flow equations

{
θ′ = ω(x2 − 1),
x′ = −x + a sin(2πθ) (5)

have a saddle point. In the original system they are points on the fold curves
where the normal crossing conditions fail. At the folded saddles the slow flow
changes direction from pointing toward the fold to pointing away from the
fold. Canards emanate from the folded saddles along stable manifolds of the
saddles of (5) (lifted back to the unstable sheet of the critical manifold of (4)).

Bold et al. [7] used Auto to track families of periodic orbits in the forced
van der Pol system that contain canards emanating from folded saddles. These
computations required fine meshes when applied to the system with ε = 10−3

and even more so with ε = 10−4. We develop here modifications similar to
the ones described above for Hopf bifurcations to compute these trajectories
with multiple-shooting methods that use a small number of cross-sections. We
place cross-sections to the flow at the beginning of canard segments and in
the middle of jumps that leave the canard segments. Backward integration
between these cross-sections is stable since there is a single fast variable and
the unstable sheet of the critical manifold is stable for the reversed time flow.
At folded saddles of a system with two slow and one fast variables, the flow
is parallel to the fold curve. For the forced Van der Pol system this suggests
that we choose the cross-section defined by θ = θfs, where θfs is the value of
θ at the folded saddle. All trajectories that jump from the unstable sheet of
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the critical manifold to a stable sheet intersect one of the planes {x = ±1},
so we choose these planes as the cross-sections for the trajectories that jump
from canards. Periodic orbits of different periods yield different sequences of
intersections with the cross-sections and different defining equations. Unlike
the canard explosions discussed in Sec. 3.1, many of the periodic orbits are
embedded in chaotic invariant sets and are unstable.

4 Numerical results

We computed families of periodic orbits containing canards in the Van der Pol
and forced Van der Pol systems with Auto [1] and with our shooting methods.
Our calculations follow the approach in [10] to address the complexity of
periodic orbits in systems with multiple time scales. Thus, we use as many as
1000 mesh points in Auto and error tolerances for both Auto and shooting
on the order of 10−10.

For the multiple-shooting algorithms, we used PyCont, a continuation
package developed for PyDSTool [3]. The shooting algorithms were em-
bedded in a Moore-Penrose continuation framework [?], with the differential
equations numerically integrated using Radau [15], an implicit Runge-Kutta
method. We set the absolute error tolerances in the calculations with Radau to
10−12 and the relative error tolerance to 10−9. These tolerances produced tra-
jectories with sufficient precision so that the truncation errors did not appear
to be significant for the Newton iterations within the shooting method.

In the next two sections we show results for each of the two examples men-
tioned above. After presenting the results, we do some comparisons between
Auto and multiple-shooting with the forced Van der Pol system. Since al-
gorithmic performance is highly dependent on implementation details, e.g.,
programming language used, we assess algorithmic complexity based on four
properties of Newton’s method: the size of Jacobians, condition numbers of
Jacobians, the number of Newton iterations, and domains of convergence.

4.1 Hopf bifurcation and canard explosions

Figure 1 displays the results of our computations with multiple shooting of
the canard explosion in the Van der Pol oscillator (3). Panel (a) shows the
bifurcation diagram and panel (b) is a plot of representative limit cycles.
Three regions are indicated on the bifurcation diagram in Fig. 1(a), where
open circles denote the boundaries between them. Region A corresponds to
simple relaxation oscillations, where we use the shooting methods described in
Sec. 2. Regions B and C correspond to jump-left and jump-right canards, re-
spectively; in these regions we use the shooting methods described in Sec. 3.1.
The open circle that separates regions B and C corresponds to a maximal
canard. Finally, the solid black circle denotes the Hopf point.
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(a)

(b)

Fig. 1. The bifurcation diagram of the Van der Pol oscillator (3) near the canard ex-
plosion (a) and the corresponding limit cycles with canard segments (b) as computed
with our shooting method.

In order to start the continuation of canards in the Van der Pol system
with the multiple-shooting algorithm, we proceed as follows. We first find
a simple stable relaxation oscillation numerically for the parameter values
(a, ε) = (0.5, 1.0) using Radau integration. We then continue this orbit in
Auto with ε as the free parameter. The continuation terminates at the peri-
odic orbit with ε = 10−4. Starting from this periodic orbit, we subsequently
continue the family of orbits in Auto with a as the free parameter. This
continuation terminates at a limit cycle in the middle of region B. This limit
cycle is our initial limit cycle for continuation with our shooting methods. We
perform continuation in the forward and backward direction with a as the free
parameter. When moving in the backward direction, we pass from region B to
region A, where canards cease and simple relaxation oscillations exist. At the
transition from B to A, backward integration fails, indicating that we should
change shooting methods. During the continuation in the forward direction
we pass from region B to region C, by encountering a maximal canard. In this
situation backward integration also fails, and we must switch cross-sections
from {x = −1} to {x = 1}. Note that the tangent vector to the bifurcation
curve switches: in region B both a and y are increasing, while in region C a
is increasing and y is decreasing. Automated detection of periodic orbits that
separate these regions (open circles) is an important topic for future work.
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Fig. 2. Bifurcation diagram of period-three orbits in the forced Van der Pol system
(4) computed with shooting. In this example, ε = 10−4 and ω = 1.55.

4.2 Folded saddles

For the continuation of periodic orbits with canards initiated at folded saddles
in the forced Van der Pol system, we start with a period-three simple stable
relaxation oscillation for the parameter values (ε, ω, a) = (10−4, 1.55, 2.5). A
bifurcation diagram, calculated with shooting and a as the free parameter, is
shown in Fig. 2. During the computation of the periodic orbits we take advant-
age of the symmetry (θ, x, y) 7→ (θ + 1.5,−x,−y), which means that we need
only integrate over half the period. We apply the symmetry transformation to
the endpoint at the section {θ = θfs +1.5}, and compare this point to the en-
dpoint at {θ = θfs}, giving our matching condition. Our initial cross-sections
are {x = ±1}, and thus the matching conditions for shooting occur in a hy-
perplane with coordinates (y, θ, a). The sign of x on the initial cross-section
depends on the location of the periodic orbit in the bifurcation diagram. There
are four regions. Region A corresponds to no canards, where we start from the
cross-section {x = 1} and integrate forward to the cross-section {x = −1+}
(the superscript denotes crossing in the increasing x-direction). Regions B
and D correspond to jump-right canards (right relative to the fast variable
x), where we start from the cross-section {x = 1}, shooting forward to the
cross-section {θ = θfs + 1.5} and backward to the cross-section {θ = θfs}.
Finally, region C corresponds to jump-left canards, where we start from the
cross-section {x = −1}, shooting forward to the cross-section {θ = θfs + 1.5}
and backward to the cross-section {θ = θfs}. Transitions between regions are
again denoted by open circles.
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4.3 Comparisons

Let us now discuss the convergence of the Newton iterations for each method.
In Auto, a collocation boundary value method is used to find periodic orbits.
With this method, the Jacobian is of dimension mnN+b+q+1, where N is the
number of subintervals, m the number of collocation points per subinterval, n
the dimension of the vector field, b the number of boundary conditions and q
the number of integral conditions. We have already mentioned that, due to the
slow-fast structure of the systems, the number of subintervals must be large
for accuracy and convergence (we use N = 1000). The number of collocation
points used per subinterval is set at m = 4 in our calculations. Thus, we expect
the size of the Jacobian to be approximately 8, 000×8, 000 in the Van der Pol
system and approximately 12, 000× 12, 000 in the forced Van der Pol system.
In the multiple-shooting methods, the Jacobian is of dimension (n− 1)s + 1,
where again n denotes the dimension of the vector field and s is the number
of cross-sections that are used. In the forced Van der Pol system the Jacobian
is 3× 3. Note that we will require more cross-sections when tracking periodic
orbits with multiple canard segments.

Computationally, most of the effort in the shooting methods is in the
integration, while in collocation most of the computational effort is in solving a
large, sparse matrix. The construction of the Jacobian in the multiple-shooting
method involves numerical integration of the vector field, which is an efficient
and speedy process. The Jacobian for collocation is much larger because it
is also used to determine a suitable orbit segment (while in shooting this
is done with an integrator whose accuracy must be controlled separately). It
should be noted that, although the Jacobian is considerably larger with Auto,
efficient numerical techniques are used to invert the Jacobian in two stages
by taking advantage of the sparsity structure of the matrix. The first stage
uses a method known as condensation of parameters to perform independent
eliminations in N blocks of size nm× n(m + 1). The second stage produces a
reduced Jacobian of size (n+b+q+1)×(n+b+q+1); see also Chapter 1. This
inversion still requires much more computation than Gaussian elimination on
the matrix of size ((n− 1)s+1)× ((n− 1)s+1) used in our shooting method.

For both Auto and shooting, we performed a full Newton’s method with a
maximum of eight iterations and error tolerances on the order of 10−10. During
the calculations, we kept track of the number of iterations in the convergence
of each step of Newton’s method, as well as the condition number of the
Jacobian. In the forced Van der Pol system the Jacobians for the shooting
methods had O(10) condition numbers, while for Auto the condition numbers
for the reduced Jacobians were O(106).

Domains of convergence for the family FΓ of limit cycles Γ along the
branch B of Fig. 2 are displayed in Fig. 3; panel (a) shows the domain of con-
vergence for the multiple-shooting method and panel (b) that for an Auto
computation (with N = 1000 mesh intervals). The thick (approximately) hori-
zontal black line through the origin represents the a-dependent family of limit
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(a)

(b)

c1

c1

c0

c0

Fig. 3. Domains of convergence for the computation of limit cycles Γ along branch B
of Fig. 2 with the shooting method (a) and with Auto for N = 1000 mesh intervals.

cycles Γ . The figures are shaded according to the number of iterates needed
for convergence, where shades white to black represent convergence after one
to eight iterations, respectively. In fact, black denotes no convergence of the
method using our error tolerances and choice of maximally eight iterates. Fig-
ure 2(a) contains and additional darkest shade of gray that is used for those
points that do not converge in eight iterations but show signs of converging.
Specifically, such points are marked as converging if the function values and
differences between variable values for the last three iterates are decreasing.

The plots were obtained by starting with a specific limit cycle Γ0 and
its intersection γ0 with the cross-section Σ defined by x = 1. The section
Σ is three dimensional with coordinates (y, θ, a). We compute orthonormal
vectors (v0 and v1) in Σ at γ0 so that v0 is tangent to FΓ ∩ Σ and v1 lies
in the plane spanned by v0 and (0, 0, 1). The coordinates c = (c0, c1) in the
figure correspond to the points pc = γ0 + c0v0 + c1v1 ∈ Σ and, thus, the
origin represents γ0. The horizontal black line in the figure is the projection
of FΓ ∩ Σ onto the plane spanned by (v0, v1). Note that FΓ ∩ Σ appears
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(a)

(b)

(c)

c1

c1

c1

c0

c0

c0

Fig. 4. The domains of convergence for the computation of limit cycles Γ along
branch B of Fig. 2 with Auto depend on the number of mesh intervals; panel (a)
to (c) are for N = 1000, N = 500 and N = 250 mesh intervals, respectively.

horizontal because v0 is tangent to FΓ ∩Σ and the domain represented in the
figure is small.
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For the shooting algorithm, we use the point pc for each grid point
c = (c0, c1) in the figure as initial point for the algorithm and shade the
pixel according to the number of iterates required for convergence as described
above. Unfortunately, initialization of Auto requires an entire curve. To ob-
tain a curve from each of the points pc, we computed trajectories forward
and backward as in the shooting algorithm and used the concatenation of
these two trajectory segments to initialize Auto. (Auto computes a mesh of
specified size from the trajectories provided.) Except on FΓ , these curves are
not closed: the final points of the forward and backward trajectory segments
do not match. Since Auto is based upon solving the differential equations
within the space of closed curves, it might be preferable to initialize Auto
with closed curves. Lacking a natural way to produce closed curves at different
distances from FΓ , we did not pursue such a comparison here.

We also tested the dependence of Auto’s domain of convergence on the
number of mesh intervals N . Figure 4 displays the results of three computa-
tions. Panel (a) shows an enlargement of Fig. 3(b) (with N = 1000). Panels
(b) and (c) are for computations with N = 500 and 250, respectively. The
domain of convergence for Auto decreases with N , and values of N smaller
than 1000 have very small domains of convergence.

5 Towards a general theory

The examples presented above demonstrate that multiple-shooting algorithms
adapted to the slow-fast decomposition of trajectories in multiple time scale
dynamical systems can be effective for computing periodic orbits. These al-
gorithms are able to exploit the advantages of numerical integration methods
for stiff systems to compute canards in vector fields with a single fast variable,
where we use integration backward in time. The strategy presented here relies
upon two ingredients. First, one must choose cross-sections for shooting that
isolate the trajectory segments to be computed in forward time and those to
be computed in backward time and, second, the computation must be placed
in a continuation setting in which the periodic orbits vary at a moderate rate
with respect to the continuation parameter. The rapid change of periodic or-
bits containing canards with respect to system parameters requires that the
root finding procedure performed by the continuation algorithm is able to
vary a system parameter as well as phase space variables.

Development of algorithms that make suitable choices of cross-sections
and continuation strategy is likely to require good methods for automatically
computing aspects of the slow-fast decomposition of trajectories in order to
base locating suitable cross-sections upon this information. In particular, such
methods should determine where degenerate decompositions are encountered
and use information about the types of canards that are associated with these
decompositions.
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Canards in slow-fast systems with more than one fast variable typically
lie along sheets of the critical manifold that consist of saddle points for the
layer equations. Accurate computation of these canards cannot be done with
either forward or backward numerical integration. Instead, two-point bound-
ary value solvers, methods that are designed for computing normally hyper-
bolic manifolds (see Chapter 4) or methods for shadowing of trajectories of
vector fields [4, 24] will need to be incorporated into shooting methods when
one wants to compute relaxation oscillations that contain these canards. These
algorithms will require more computation than numerical integration, but they
still are likely to provide a good alternative to collocation methods for these
problems.
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